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Escape fraction of ~20% required for reionization
The Astrophysical Journal, 758:93 (17pp), 2012 October 20 Finkelstein et al.

Figure 5. Left: the inferred emission rate of ionizing photons from our (incompleteness-corrected) observed sample of z = 6 galaxies (cyan; the width of curve denotes
the 68% confidence range), as well as from the z = 6 luminosity function of Bouwens et al. (2008) integrated down to MUV = −10 (left side of light-gray curve) and
−15 (right side). Both quantities are plotted as a function of the escape fraction of ionizing photons. The red region denotes the constraints on this quantity at z = 6
from the Lyα forest, with the lower and upper edges representing the 1σ and 2σ constraints from Bolton & Haehnelt (2007), respectively. The dark gray bands denote
the emission rate of ionizing photons necessary to sustain reionization for a given value of the clumping factor. Right: the striped curve shows the allowed average
escape fraction of ionizing photons from galaxies as a function of the limiting UV absolute magnitude, assuming the z = 6 luminosity function of Bouwens et al.
(2007), based on the 2σ constraints from the Lyα forest. The cyan star shows the allowed escape fraction from our observations with its associated uncertainty. If
the galaxy luminosity function turns over shortly faintward of our observations, then the average escape fraction of ionizing photons is constrained to be fesc < 34%
(17%) at 2σ (1σ ). If the luminosity function extends down to MUV = −13, then this constraint tightens to fesc < 13% (6%) at 2σ (1σ ). These escape fractions can
still reionize the IGM if the clumping factor is ∼2–3.
(A color version of this figure is available in the online journal.)

We plot the results of this analysis in Figure 6. Our
incompleteness-corrected measurement from the observed
galaxies (assuming fesc = 30%) is consistent with a volume
ionized fraction of 1.0 at z = 6, ∼0.4 at z = 7, and ∼0.2 at
z = 8. When we consider the integrated luminosity function,
with fesc = 10%, we find a much wider range of possible vol-
ume ionized fractions. We note that while the UV luminosity
density from the integrated luminosity function will always be
larger than that for galaxies above our observational limit, here
we assume two different escape fractions for the two magnitude
limits, thus their ionizing luminosity densities are comparable.
At z = 6, the integrated luminosity functions are consistent with
ionized fractions of ∼ 0.7–1.0. At z = 7 and 8, this is reduced to
0.3–1.0 and 0.1–0.95, respectively. The very wide range of pos-
sible ionized fractions from the integrated luminosity functions
are due to the increasingly larger uncertainties in the Schechter
function parameters as one pushes to higher redshift.

Also in Figure 6, we plot a number of results from the
literature, including constraints on the volume ionized fraction
from quasars at z ! 6 (Fan et al. 2006) and z = 7 (Bolton et al.
2011), WMAP (Komatsu et al. 2011), Lyα emitter luminosity
functions (Ouchi et al. 2010), and Lyα spectroscopic studies
(Pentericci et al. 2011; Schenker et al. 2012; Ono et al. 2012).
We note that results from the latter are very preliminary, as thus
far only small numbers of z " 7 galaxies have spectroscopically
observed Lyα emission. Both our observed galaxy population
and the integrated luminosity functions are consistent with this
wide and complementary range of reionization probes. The only
exception is the single known quasar at z = 7, which has a
near-zone size consistent with an ionized fraction of #90%
and appears slightly inconsistent with our observed galaxy
population (though consistent with the integrated luminosity

functions). However, this is but a single sight line to the only
currently known z $ 7 quasar, and thus many more sight lines
are needed to truly constrain the IGM from this type of probe.

Our new observations combined with the previous, comple-
mentary probes of the ionization state of the IGM show a con-
sistent reionization picture, where the ionized fraction in the
IGM is essentially unity at z ! 6. At z ∼ 7, there is a hint from
a number of lines of evidence (including our observed galaxy
population) that the ionized fraction may dip below unity. The
integrated luminosity function prefers an ionized fraction less
than unity, but it is consistent with a fully ionized IGM at 1σ .
This is not the case at z = 8, where galaxies are the only probe
we currently have, and they seem to indicate an ionized frac-
tion of <80%–90% (unless the escape fraction in all galaxies is
unity, which would indicate extreme evolution from z = 6, and
is unlikely; see Section 4.5). Unfortunately, more robust con-
straints on the evolution of xH ii from the integrated luminosity
functions are difficult due to the uncertainty in the Schechter
function parameters. We note that we have used the uncertain-
ties on each Schechter function parameter to compute the uncer-
tainty in the integrated luminosity function (see Section 4.4 for
more details). These parameters, particularly the characteristic
magnitude M∗ and the faint-end slope α, are known to be corre-
lated, thus the uncertainty on the integrated luminosity functions
may be smaller than those derived here. In any case, at z $ 7,
the faint-end slope is not well constrained, which is responsible
for the bulk of the uncertainty on xH ii. More robust luminosity
functions in this epoch will help decrease the uncertainty on xH ii
from galaxy measurements.

Finally, in Figure 6 we also show the concordance models
of Kuhlen & Faucher-Giguère (2012), which present a picture
of the reionization history of the universe consistent with the
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The Feedback In Realistic Environments 
(FIRE) simulations

• Ultra-high-res (0.1-4 pc, 20-2000 Msun) zooms 

• SF threshold: n = 100 cm-3 

• Multiple stellar feedback channels: 

1. Supernovae 

2. Radiation pressure 

3. Stellar winds 

4. Photoheating 

• See Hopkins+14 for details

964 X. Ma et al.

Figure 1. Gas and stars in z5m09 (left column), z5m10mr (middle column), and z5m11 (right column), at z = 9.6 (upper panels) and z = 6.0 (lower panels),
respectively. Gas images show log-weighted projected gas density. Magenta shows cold molecular/atomic gas (T < 1000 K), green shows warm ionized gas
(104 ≤ T ≤ 105 K), and red shows hot gas (T > 106 K) (see Hopkins et al. 2014 for details). Stellar images are mock u/g/r composites. We use STARBURST99
to determine the SED of each star particle from its known age and metallicity, and then ray-tracing the line-of-sight flux, attenuating with a Milky Way-like
reddening curve with constant dust-to-metals ratio for the abundance at each point. White circles show the position and halo virial radii of each main galaxy
(see text) identified by the AHF code. Gas and star images of the same snapshot use the same projection and the same box size along each direction. We can
clearly see a complicated, multi-phase ISM structure, with inflows, outflows, mergers, and SF in dense clouds all occurring at the same time.
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Bursty star formation ubiquitous in FIRE

Sparre, CCH+15b
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SN feedback drives burstiness

Sparre, CCH+15b
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Feedback causes gusty outflows

Muratov+15



Chris Hayward (Caltech)   “The Reionization Epoch”   Aspen, 10 March 2016

The escape fraction in FIRE

Escape fractions from FIRE galaxies 967

Figure 6. Stellar mass (top panels), SF rate (second panels), escape fraction (third panels), and intrinsic and escaped ionizing photon budget (bottom panels,
black and cyan lines, respectively) as a function of cosmic time for the most massive galaxy in each run. Open symbols show the time-averaged quantities over
100 Myr. The red dotted line in z5m10mr shows the escape fraction calculated with the UV background turned off (Section 5.1). Instantaneous escape fractions
are highly time variable, while the time-averaged escape fractions (over time-scales 100–1000 Myr) are modest (∼5 per cent). The intrinsic ionizing photon
budgets are dominated by stellar population younger than 3 Myr, which tend to be embedded in dense birth clouds. Most of the escaping ionizing photons
come from stellar populations aged 3–10 Myr, where a large fraction of sightlines have been cleared by stellar feedback. Note that the run using a common
‘sub-grid’ SF model ( z5m10e), which allows stars to form in diffuse gas instead of in dense clouds, severely overestimates fesc.

feedback, and individual star-forming clouds. On larger time-scales
(e.g. 100 Myr), the fluctuations in SFRs become weaker and are
mostly driven by mergers and global instabilities (see the discus-
sion in Hopkins et al. 2014).

It is worth noticing that our four z5m10x simulations have similar
global galaxy properties, despite different resolutions and SF pre-
scriptions adopted in these runs. This is because the galaxy-averaged
SF efficiency is regulated by stellar feedback (1–2 per cent per

MNRAS 453, 960–975 (2015)

 at C
alifornia Institute of Technology on M

arch 9, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

Ma, Kasen et al. 2015

Es
ca

pe
 fr

ac
tio

n

dN
ion

dt



Chris Hayward (Caltech)   “The Reionization Epoch”   Aspen, 10 March 2016

Sims that don’t resolve ISM overpredict fescEscape fractions from FIRE galaxies 971

Figure 10. Escape fraction with different SF density prescriptions.
The escape fractions averaged over 100 Myr are shown for z5m10
(nth = 100 cm−3, blue solid), z5m10mr (nth = 100 cm−3, green dotted),
z5m10h (nth = 1000 cm−3, cyan dashed), and z5m10e (nth = 1 cm−3, with-
out SF self-gravity criteria, red dotted). For nth ! 100 cm−3, our results
are well-converged with respect to SF density threshold and resolution.
However, if SF is allowed in diffuse gas, fesc can be severely overestimated.

panel of Fig. 6). The predicted escape fractions do not differ from the
previous calculation with the UV background at 0.01 per cent level,
consistent with the results in Yajima et al. (2011). This confirms that
the low-density, diffused gas in the galactic halo (which is affected
by the UV background) does not affect much the escape of ionizing
photons.10

5.2 Star formation criteria

In our standard simulations, we allow SF to occur only in molecular,
self-gravitating gas with density above a threshold nth = 100 cm−3.
We run z5m10h where we adopt nth = 1000 cm−3 for a convergence
study. For contrast, we intentionally design z5m10e to mimic ‘sub-
grid’ SF models, where we lower nth to 1 cm−3 and allow extra SF at
2 per cent efficiency per free-fall time in gas above the threshold but
not self-gravitating. In Section 3, we have confirmed that the global
galaxy properties (e.g. SF rates, stellar masses, UV magnitudes,
etc.) are very similar between these runs. However, as is shown in
Fig. 6, the escape fraction from z5m10e is significantly higher than
in other simulations.

To illustrate this more clearly, we compare the time-averaged
(over 100 Myr time-scale) escape fraction of z5m10, z5m10e, and
z5m10h in Fig. 10. The qualitative behaviours of escape fraction are
very similar between z5m10, z5m10mr, and z5m10h, which further
confirms that our results are converged with respect to resolution
and SF density threshold (as long as it is much larger than the mean
density of the ISM).

However, in z5m10e, the escape fraction is dramatically higher,
since many young stars form in the diffuse ISM. Their ionizing
photons can then immediately escape the galaxy. We emphasize that
the z5m10e run is not realistic but mimics ‘sub-grid’ SF models as
adopted in low-resolution simulations where SF in dense gas clouds
cannot be resolved. This suggests a caution that simulations with

10 However, if the simulations are run without an UV background, gas
accretion on to the halo itself can be modified.

Figure 11. Escape fractions in the presence of runaway stars. We only show
z5m10mr during the cosmic time 0.8–1.0 Gyr (z = 6–7, but the effect in other
runs would is similar). Each star particle younger than 10 Myr is kicked from
its original position along a random direction with an initial velocity vini.
Blue dotted, dashed, and solid lines show the results for vini = 10 km s−1,
50 km s−1, and 100 km s−1, respectively. The black solid line shows the
escape fraction when vini = 0 (the same as in Fig. 6). Typical kick velocities
suggested by observations (∼30 km s−1) have only small effects on fesc.
Only if the velocities are very large (e.g. ! 100 km s−1), and an order of
unity fraction of stars have been kicked, will this be significant.

‘sub-grid’ SF models can overpredict the escape fraction by an order
of magnitude.

5.3 Runaway stars

There is plenty of evidence that a considerable fraction of O and
B stars have high velocities and can travel far from their birth
clouds during their lifetime (the ‘runaway’ stars, e.g. Blaauw 1961;
Stone 1991; Hoogerwerf, de Bruijne & de Zeeuw 2001; Tetzlaff,
Neuhäuser & Hohle 2011). To qualitatively illustrate the effect of
these runaway stars on the escape fraction (e.g. Conroy & Kratter
2012), we move every star particle younger than 3 Myr by a distance
vinitage along a random direction in the snapshots, and repeat the
radiative transfer calculation to evaluate the escape fraction as the
stars are at their new positions. Here vini is some initial kicking
velocity and tage is the age of the star particle. In principle, it would
be more self-consistent if we re-run the whole simulation with
runaway star prescription (e.g. Kimm & Cen 2014). Nonetheless,
our simple experiment provides a first estimate of the effects of
runaway stars on the escape fraction.

We repeat this experiment for our z5m10mr run during cosmic
time between 0.8 and 1.0 Gyr (z = 6–7) with vini = 10, 50, and
100 km s−1, corresponding to a displacement of 30, 150, and 300 pc
for a star particle of age 3 Myr. We show the results in Fig. 11.
A small initial velocity of vini = 10 km s−1 barely affects the es-
cape fraction since the displacement of a newly formed star particle
is ! 30 pc, which is much less than the typical size of their birth
clouds (see Fig. 2 for an illustration of the ISM structure around
young star particles). For vini = 50 km s−1, the escape fractions
can be boosted by at most 1–2 per cent (in absolute units, or 20–
30 per cent fractionally). Only for extremely high initial velocity
(∼100 km s−1), the escape fractions are enhanced by a few per cent,
since some young star particles are kicked out of their birth clouds.
But these numbers are still somewhat lower than what many
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Runaway stars insufficient
Escape fractions from FIRE galaxies 971

Figure 10. Escape fraction with different SF density prescriptions.
The escape fractions averaged over 100 Myr are shown for z5m10
(nth = 100 cm−3, blue solid), z5m10mr (nth = 100 cm−3, green dotted),
z5m10h (nth = 1000 cm−3, cyan dashed), and z5m10e (nth = 1 cm−3, with-
out SF self-gravity criteria, red dotted). For nth ! 100 cm−3, our results
are well-converged with respect to SF density threshold and resolution.
However, if SF is allowed in diffuse gas, fesc can be severely overestimated.

panel of Fig. 6). The predicted escape fractions do not differ from the
previous calculation with the UV background at 0.01 per cent level,
consistent with the results in Yajima et al. (2011). This confirms that
the low-density, diffused gas in the galactic halo (which is affected
by the UV background) does not affect much the escape of ionizing
photons.10

5.2 Star formation criteria

In our standard simulations, we allow SF to occur only in molecular,
self-gravitating gas with density above a threshold nth = 100 cm−3.
We run z5m10h where we adopt nth = 1000 cm−3 for a convergence
study. For contrast, we intentionally design z5m10e to mimic ‘sub-
grid’ SF models, where we lower nth to 1 cm−3 and allow extra SF at
2 per cent efficiency per free-fall time in gas above the threshold but
not self-gravitating. In Section 3, we have confirmed that the global
galaxy properties (e.g. SF rates, stellar masses, UV magnitudes,
etc.) are very similar between these runs. However, as is shown in
Fig. 6, the escape fraction from z5m10e is significantly higher than
in other simulations.

To illustrate this more clearly, we compare the time-averaged
(over 100 Myr time-scale) escape fraction of z5m10, z5m10e, and
z5m10h in Fig. 10. The qualitative behaviours of escape fraction are
very similar between z5m10, z5m10mr, and z5m10h, which further
confirms that our results are converged with respect to resolution
and SF density threshold (as long as it is much larger than the mean
density of the ISM).

However, in z5m10e, the escape fraction is dramatically higher,
since many young stars form in the diffuse ISM. Their ionizing
photons can then immediately escape the galaxy. We emphasize that
the z5m10e run is not realistic but mimics ‘sub-grid’ SF models as
adopted in low-resolution simulations where SF in dense gas clouds
cannot be resolved. This suggests a caution that simulations with
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Only if the velocities are very large (e.g. ! 100 km s−1), and an order of
unity fraction of stars have been kicked, will this be significant.

‘sub-grid’ SF models can overpredict the escape fraction by an order
of magnitude.

5.3 Runaway stars

There is plenty of evidence that a considerable fraction of O and
B stars have high velocities and can travel far from their birth
clouds during their lifetime (the ‘runaway’ stars, e.g. Blaauw 1961;
Stone 1991; Hoogerwerf, de Bruijne & de Zeeuw 2001; Tetzlaff,
Neuhäuser & Hohle 2011). To qualitatively illustrate the effect of
these runaway stars on the escape fraction (e.g. Conroy & Kratter
2012), we move every star particle younger than 3 Myr by a distance
vinitage along a random direction in the snapshots, and repeat the
radiative transfer calculation to evaluate the escape fraction as the
stars are at their new positions. Here vini is some initial kicking
velocity and tage is the age of the star particle. In principle, it would
be more self-consistent if we re-run the whole simulation with
runaway star prescription (e.g. Kimm & Cen 2014). Nonetheless,
our simple experiment provides a first estimate of the effects of
runaway stars on the escape fraction.

We repeat this experiment for our z5m10mr run during cosmic
time between 0.8 and 1.0 Gyr (z = 6–7) with vini = 10, 50, and
100 km s−1, corresponding to a displacement of 30, 150, and 300 pc
for a star particle of age 3 Myr. We show the results in Fig. 11.
A small initial velocity of vini = 10 km s−1 barely affects the es-
cape fraction since the displacement of a newly formed star particle
is ! 30 pc, which is much less than the typical size of their birth
clouds (see Fig. 2 for an illustration of the ISM structure around
young star particles). For vini = 50 km s−1, the escape fractions
can be boosted by at most 1–2 per cent (in absolute units, or 20–
30 per cent fractionally). Only for extremely high initial velocity
(∼100 km s−1), the escape fractions are enhanced by a few per cent,
since some young star particles are kicked out of their birth clouds.
But these numbers are still somewhat lower than what many
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Binaries —> more ionizing photons at ‘late’ times

Ma, Hopkins et al. 2016

Binary Stars Can Explain Reionization 3

from 109–1011 M� at z = 6 and produce reasonable stellar mass–
halo mass relation, SFR–stellar mass relation, and mass–metallicity
relation (Hopkins et al. 2014; Ma et al. 2015, 2016). At lower red-
shifts the same simulations have also been shown to reproduce
observed properties of galactic outflows and circum-galactic ab-
sorbers (Muratov et al. 2015; Faucher-Giguère et al. 2015), as well
as abundances and kinematics of observed (local) dwarfs in this
mass range (Oñorbe et al. 2015; Chan et al. 2015).

In the simulations, gas follows an ionized-atomic-molecular
cooling curve from 10 � 1010 K, including metallicity-dependent
fine-structure and molecular cooling at low temperatures and high-
temperature metal-line cooling followed species-by-species for 11
separately tracked species (Wiersma et al. 2009a). We do not in-
clude a primordial chemistry network nor consider Pop III star
formation, but apply a metallicity floor of Z = 10�4 Z�. At each
timestep, the ionization states are determined following Katz et
al. (1996) and cooling rates are computed from a compilation of
CLOUDY runs, including a uniform but redshift-dependent photo-
ionizing background tabulated in Faucher-Giguère et al. (2009),
and an approximate model of photo-ionizing and photo-electric
heating from local sources. Gas self-shielding is accounted for with
a local Jeans-length approximation, which is consistent with the ra-
diative transfer calculations in Faucher-Giguère et al. (2010). The
on-the-fly calculation of ionization states is consistent with more
accurate post-processing radiative transfer calculations (Ma et al.
2015).

We follow the star formation criteria in Hopkins et al. (2013)
and allow star formation to take place only in dense, molecular,
and self-gravitating regions with hydrogen number density above a
threshold nth = 100 cm�3. Stars form at 100% efficiency per free-
fall time when the gas meets these criteria, and there is no star for-
mation elsewhere. The high density threshold is very important in
studying fesc, because it resolves the formation and destruction of
high-density star-forming clouds. Simulations using unphysically
low nth fail to resolve this and tend to over-predict fesc by an order
of magnitude (see Ma et al. 2015, and reference therein).

The simulations include several different stellar feedback
mechanisms, including (1) local and long-range momentum flux
from radiative pressure, (2) energy, momentum, mass and metal in-
jection from SNe and stellar winds, and (3) photo-ionization and
photo-electric heating. We follow Wiersma et al. (2009b) and in-
clude metal production from Type-II SNe, Type-Ia SNe, and stel-
lar winds. Every star particle is treated as a single stellar popu-
lation with known mass, age, and metallicity, assuming a Kroupa
(2002) initial mass function (IMF) from 0.1–100 M�. The feed-
back strengths are directly tabulated from STARBURST99.

For every snapshot, we map the main galaxy onto a Carte-
sian grid of side length L equal to two virial radii and with N
cells along each dimension. We choose N = 256 for z5m09 and
z5m10mr and N = 300 for z5m11, so that the cell size l = L/N
varies but is always smaller than 100 pc. This ensures convergence
of the MCRT calculation (Ma et al. 2015). The MCRT code we
use is derived from the MCRT code SEDONA (Kasen et al. 2006),
but focuses on radiative transfer of hydrogen ionizing photons. The
MCRT method is similar to that described in Fumagalli et al. (2011,
2014). Nstar = 3⇥107 photon packets are isotropically emitted from
the location of star particles, sampling their ionizing photon bud-
gets. Another NUVB = 3⇥107 photon packets are emitted from the
boundary of the computational domain in a manner that produces
a uniform, isotropic ionizing background with intensity given by
Faucher-Giguère et al. (2009). The MCRT code includes photoion-
ization, collisional ionization, recombination, and dust absorption

[ht]

Figure 1. Top: Ionizing photon production rate, Qion as a function of age for
a 106 M� star cluster, predicted by different stellar evolution models. Bot-
tom: Ratio of ionizing luminosity to 1500 Å luminosity, ⇠ion as a function
of age for the same star cluster. We show both single-star models (dotted)
and binary models (solid) at metallicities Z = 0.05 Z� (black) and Z = Z�
(cyan), respectively. Including binaries leads to more massive stars at late
times (from mass transfer and mergers), which dramatically enhances the
ionizing photon production after t ⇠ 3 Myr. Qion also depends strongly on
metallicity, with many more ionizing photons produced at low metallicity.
STARBURST99 models, which also ignore binaries, are nearly identical to
the BPASS single-star models at both metallicities.

and uses an iterative method to reach photoionization equilibrium.
The numbers of photon packets and iteration are selected to ensure
convergence.

3 RESULTS

In Figure 1, we show the ionizing photon budget, Qion, and the
ratio between hydrogen ionizing luminosity and the luminosity at
1500 Å,

⇠ion =

R 912 Å
508 Å L�d�

�L�(1500Å)
, (1)

as a function of age, of an instantaneously formed star cluster of
mass 106 M�, for several stellar population models from BPASS.
We adopt a Kroupa (2002) IMF with slopes of �1.3 from 0.1–
0.5 M� and �2.35 from 0.5–100M�, consistent with that used
in the simulation. We show the BPASS model at metallicity Z =
0.001 (Z = 0.05Z�, black), the lowest metallicity available and the
closest to our simulations, for both single-star evolution (dotted)

c� 0000 RAS, MNRAS 000, 1–6

BPASS models 
(Eldridge et al.) 
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Effective escape fraction increased by 4-10x

Ma, Hopkins et al. 2016

4 X. Ma et al.
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Figure 2. Top: True ionizing photon escape fraction fesc, in our z5m10mr
simulation (a ⇠ 1010 M� halo at z = 6) as a function of redshift (or cosmic
time). Lines show the instantaneous values in each snapshot, symbols are
time-averaged in 100 Myr intervals. Middle: ⇠ion (as Fig. 1) as a function of
time. Bottom: Effective escape fraction, fesc, eff (Equation 2) as a function
of time. In the single-star model, fesc . 5% most of the time, insufficient
for reionization. Accounting for binary effects boosts ⇠ion by a factor ⇠ 1.5
– useful but insufficient to explain reionization. But it also boosts fesc by
factors ⇠ 3–6 because the ionizing photons produced later (after t & 3Myr)
preferentially escape, so the “effective escape fraction” fesc, eff is increased
by factors ⇠ 4–10 and reaches the ⇠ 20% values needed to explain reion-
ization.

and binary evolution (solid) models. We also compare those with
Z = 0.02 (Z = Z�, cyan) models from BPASS. We note that the
STARBURST99 models (not shown), which are the default model
in Ma et al. (2015), are nearly identical to the single-star model
from BPASS at both metallicities.

The ionizing photons produced in the single-star and binary
models stay the same for the first 3 Myr, but start to differ signifi-
cantly after 3 Myr at Z = 0.05Z�, with the binary model producing
an order of magnitude more ionizing photons by 10 Myr. However,
at solar metallicity, far fewer ionizing photons are produced and
the difference between single-star and binary models only becomes
significant after 6 Myr.

[ht]

Figure 3. Effective escape fraction as a function time for z5m09, z5m10mr,
and z5m11. In all cases, binary stellar models boost fesc, eff by factors of ⇠
4–10. In more massive galaxies, the mean fesc, eff reaches ⇠ 20%, sufficient
for reionization.

We run our MCRT code on the same galaxy to compute fesc us-
ing both single-star and binary models at Z = 0.05Z� from BPASS.
The results are presented in Figure 2. Lines and symbols show the
instantaneous value and time-averaged values over ⇠ 100Myr, re-
spectively. Dotted lines and open symbols represent the single-star
model, while solid lines and filled symbols represent the binary
model. From top to bottom, the three panels show fesc (the “true”
fraction of ionizing photons that escape the galaxy virial radius),
⇠ion, and the “effective” escape fraction fesc, eff as defined below, for
the z5m10mr galaxy from z = 5.5–8. The effective escape fraction
is defined as

fesc, eff = fesc
⇠ion

h⇠ionisingle
, (2)

which is the ratio of the escaping ionizing flux to 1500 Å flux, rel-
ative to what would be computed using single-star models. fesc, eff

simply equals fesc for single-star models, while for binary models,
it also accounts for the change of ⇠ion relative to single-star models.

For single-star models, fesc is below 5% most of the time,

c� 0000 RAS, MNRAS 000, 1–6
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of time. In the single-star model, fesc . 5% most of the time, insufficient
for reionization. Accounting for binary effects boosts ⇠ion by a factor ⇠ 1.5
– useful but insufficient to explain reionization. But it also boosts fesc by
factors ⇠ 3–6 because the ionizing photons produced later (after t & 3Myr)
preferentially escape, so the “effective escape fraction” fesc, eff is increased
by factors ⇠ 4–10 and reaches the ⇠ 20% values needed to explain reion-
ization.
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models stay the same for the first 3 Myr, but start to differ signifi-
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Effective escape fraction can reach 20%
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Summary
• FIRE sims (multi-channel stellar feedback, resolved ISM) exhibit 

ubiquitous starbursts and outflows at high z 

• With single-star stellar evolution models, time-averaged escape 
fractions much too low (~5%) 

• Runaway stars insufficient to boost escape fraction 

• Sims without resolved ISM overpredict fesc 

• Binaries extend the lives of some massive stars and thus ionizing 
photon production rates at late times 

• With binaries, can achieve fesc ~ 20% because feedback ‘punches 
holes’ in ISM around 10-30-Myr-old stars, for which ionizing photon 
rate is still high when binaries are included
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Simulation details2 X. Ma et al.

ulations which tended to over-predict fesc by an order of magnitude,
owing to more simplistic models of the inter-stellar medium (see
Ma et al. 2015, and references therein). The low fesc is due to the
fact that newly formed stars, which dominate the intrinsic ionizing
photon budget, begin life buried in their birth clouds, which absorb
most of the ionizing photons. By the time low column density es-
cape channels are cleared in the ISM, the massive stars have begun
to die and the predicted ionizing photon luminosity has dropped
exponentially. Ma et al. (2015) found that stellar populations older
than 3 Myr have order unity photon escape fractions, but – accord-
ing to single stellar evolution models such as STARBURST99 (Lei-
therer et al. 1999) – these stars only contribute a small fraction of
the intrinsic ionizing photon budget.

Therefore, there appears to be a factor of ⇠ 4–5 fewer ionizing
photons predicted, compared to what is needed to ionize the Uni-
verse. Several solutions have been proposed. For example, Wise et
al. (2014) suggested that tiny galaxies that are much fainter than
MUV > �13 may play a significant role in reionization, since fesc

increases quickly from 5% to order unity for halo mass below
108.5 M�. However, others have noted that the required number of
tiny galaxies would imply a huge population of Milky Way satel-
lites which have not been observed (see Boylan-Kolchin et al. 2014;
Graus et al. 2016). Various authors have also proposed that runaway
OB stars can boost fesc; however both Kimm & Cen (2014) and Ma
et al. (2015) showed that in high-resolution simulations these pro-
duce a marginal effect, increasing fesc systematically by a factor
⇠ 1.2 (far short of the & 4 required). A more radical alternative
is to invoke non-stellar sources for reionization, for example AGN
(see e.g. Madau & Haardt 2015). This relies on recent observations
(e.g. Giallongo et al. 2015) suggesting much higher number den-
sities of faint AGN at high redshift than previously thought (e.g.
Hopkins et al. 2007).

But there are gaps in our understanding of stellar evolution.
One key factor that is usually not considered in standard stellar
population models is the effect of binary interaction. Mass transfer
between binary stars, and binary mergers, can effectively increase
the number of higher-mass stars at later times after star formation.
Because the ionizing photon production rate depends so steeply on
stellar mass, this can substantially increase the number of ioniz-
ing photons produced at these times, compared to what is expected
from single-star evolution models (e.g. de Mink et al. 2014). Re-
cently, Stanway et al. (2016) pointed out that the emissivity of ion-
izing photons from high-redshift galaxies, inferred from their UV
luminosities, would be significantly higher (by a factor of ⇠ 1.5)
using stellar evolution models that account for binary interaction.
Furthermore, binary evolution does not just produce more ionizing
photons, but it may also substantially change the escape fractions
(Ma et al. 2015).

In this Letter, we explore the effect of binary interaction on
ionizing photon production and escape by repeating the calculation
described in Ma et al. (2015) using the Binary Population and Spec-
tral Synthesis (BPASS) model of stellar population evolution8 (El-
dridge et al. 2008; Eldridge et al, in preparation). These models are
calibrated to observations of local stellar populations, and repro-
duce the observed multiplicity distributions (Eldridge et al. 2008).
Moreover, there is evidence that such models are both necessary
and sufficient to explain the observed differences between various
H II-region emission-line properties of metal-poor, younger galax-
ies at z ⇠ 2–3 and local galaxies (Steidel et al. 2014, for a more

8 http://bpass.auckland.ac.nz

Table 1. Simulations analyzed in this paper.

Name mb ✏b mdm ✏dm Mvir M⇤ MUV
(M�) (pc) (M�) (pc) (M�) (M�) (AB mag)

z5m09 16.8 0.14 81.9 5.6 7.6e8 3.1e5 -10.1
z5m10mr 1.1e3 1.9 5.2e3 14 1.5e10 5.0e7 -17.5
z5m11 2.1e3 4.2 1.0e4 14 5.6e10 2.0e8 -18.5

Notes. Initial conditions and galaxy properties at z = 6.
(1) Name: Simulation designation.
(2) mb: Initial baryonic particle mass.
(3) ✏b: Minimum baryonic force softening. Force softening is adaptive.
(4) mdm: Dark matter particle mass in the high-resolution regions.
(5) ✏dm: Minimum dark matter force softening.
(6) Mvir: Halo mass of the primary galaxy at z = 6.
(7) M⇤: Stellar mass of the primary galaxy at z = 6.
(8) MUV: Galaxy UV magnitude (absolute AB magnitude at 1500 Å).

detailed study see Strom et al., in preparation). In Ma et al. (2015),
we performed Monte Carlo radiative transfer (MCRT) calculations
on a suite of cosmological hydrodynamic simulations and showed
that the time-averaged fesc is about 5% for galaxies of halo masses
from 109–1011 M� at z = 6 using the single-star evolution models
from STARBURST99. We showed that the results did not vary sub-
stantially with the resolution of either the radiative transfer calcula-
tion or hydrodynamics (once sufficient resolution for convergence
was reached), nor the details of the star formation model, nor the
inclusion of runaway stars. We will show here, however, that the
inclusion of binary evolution effects increases the predicted escape
fractions substantially, reconciling them with constraints on reion-
ization. We describe the simulation and radiative transfer code in
Section 2, present the results in Section 3, and conclude in Section
4.

We adopt a standard flat ⇤CDM cosmology with cosmo-
logical parameters H0 = 70.2 km s�1 Mpc�1, ⌦⇤ = 0.728, ⌦m =
1�⌦⇤ = 0.272, ⌦b = 0.0455, �8 = 0.807 and n = 0.961, consis-
tent with observations (e.g. Hinshaw et al. 2013; Planck Collabora-
tion et al. 2014).

2 METHOD

In this work, we study the effect of binary evolution on fesc using
three galaxies from a suite of cosmological zoom-in simulations
presented in Ma et al. (2015). The simulation and radiative transfer
are identical. We only replace the stellar evolution model used for
the post-processing radiative transfer calculations. This is likely to
be a lower limit to the impact of binaries on fesc, because we do
not include the enhanced radiative feedback due to binaries in our
simulation. We briefly review the methodology here, but refer to
Ma et al. (2015) for more details.

The simulations are part of the Feedback in Realistic Envi-
ronment project9 (FIRE; Hopkins et al. 2014). They are run us-
ing GIZMO (Hopkins 2015), in P-SPH mode, which adopts a La-
grangian pressure-entropy formulation of the smoothed particle hy-
drodynamics (SPH) equations that improves the treatment of fluid-
mixing instabilities (Hopkins 2013). Galaxy properties at z = 6
for the three simulations used in this work (z5m09, z5m10mr, and
z5m11) are listed in Table 1. The simulations span halo masses

9 http://fire.northwestern.edu
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